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An agent who lacks preferences and instead makes decissorgs ariteria that are costly to create
should select efficient sets of criteria, where the cost dfingea given number of choice distinctions
is minimized. Under mild conditions, efficiency requireattbinary criteria with only two categories
per criterion are chosen. When applied to the problem ofrdeéteng the optimal number of digits
in an information storage device, this result implies thatby digits (bits) are the efficient solution,
even when the marginal cost of using additional digits adedirapidly to 0. This short paper pays
particular attention to the symmetry conditions entaildewsets of criteria are efficient.

1 Introduction

Suppose that agents, rather than forming a separate preéejedgment for each pair of alternatives,
make decisions usingriteria. A criterion orders a small number of categories, each otiwitonsists
of many alternatives. The potential of a criterion to ordéeraatives within another criterion’s cate-
gories allow sets of criteria to generate large numbers oicehdistinctions. If an agent has objective
preferences that can be inferred from a large set of sufflgidiscriminating criteria, the agent will be
better off if more of the criterion orderings are discovertdte agent will then be able to determine the
optimal allocation from more choice sets. The uncoveringnofe criterion discriminations is costly,
however, and we therefore considdficientpoints where the cost of making a given number of choice
distinctions is minimized.

This optimization problem seems to lead to a trade-off. G&@ewnumber of choice distinctions, an
agent could either use a large set of coarse criteria (eritgith only a small number of categories)
or a small set of finer, more discriminating criteria. We shamder mild conditions that large sets
of coarse criteria always lead to reductions in decisiokingacosts. Binary criteria with only two
categories per criterion therefore provide the only effice@rangement. Under mild restrictions on how
criteria are aggregated into decisions, binary critergal l®rational choice functions, where decisions
are determined by a complete and transitive binary relation

We apply our model to the problem of determining the optimahber of digits in an information
storage device. We show that, even if the marginal cost atiaddl digits declines rapidly to 0, binary
digits (bits) offer the efficient solution.

In this short paper, we pay particular attention to the sytryrenditions that are entailed when sets
of criteria are efficient. A full working paper [2] is availEbon-line.

2 An outline of the model

A criterion G is an asymmetric binary relation on a domain of alternatiesd aset of criteriais de-
noted% = {Cy,...,Cy}. Two alternativex andy are deemed;-equivalent ifx andy share the same set
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of Ci-superior alternatives and the same seeihferior alternatives (see [1]). &i-categoryis a maxi-
mal set ofCi-equivalent alternatives arefC;) denotes the number &f-categories. Theiscrimination
vectorof ¢ is (e(Cy),...,e(Cn)). AC;is coarserthanC! if e(Ci) < e(C)).

Let c be a choice function on a domain of finite subsetxof Two alternativesx andy are in the
samechoice clasof cif ¢ treats them interchangeably: first, wheis chosen ang is available thery
is chosen too, and second xibut noty is available therx is chosen if and only if, whew is available
and notx, y is chosen.

A choice functionc uses?, denoted(%,c), if c does not make distinctions that are not already
present in the criteria: for each set of alternatifethat contains only alternatives that are in the same
Ci-categoryj =1,...,N, there is a choice class othat contain®.

Let k(C;) denote thecost of criterion G We assume (C;) is determined by the number &f-
categories and therefore also writée) to denote the cost of @ with e categories. We assume that
the cost of a set of criteriak [¢], equals the sum of the costs of the criteriggin Letting n(c) be the
number of choice classes @ a pair(%,c) is more efficienthan the paif¢”,c’) if n(c) > n(c’) and
K[%€] < k[¢"], with at least one strict inequality, ari@’, c) is efficientif there does not exist &5, c’)
that is more efficient tha(t#’, c).

The fundamental advantage of criteria is that each critezén discriminate within the categories of
other criteria. Given constraints that specify that ciiteC; can have no more thajcategories (and as-
suming thatX| is sufficiently large), we can find &, c) such that (i) there is a partition &fwith I—IiN:ﬁ
cells such thax andy are in distinct cells if and only if they lie in differeq; -categories for at least ome
and (ii) each cell of this partition forms a choice class.ofSubject to they constraints, thi$%¢’, c) max-
imizesn(c) and accordingly we defings’,c) to maximally discriminatéf n(c) = min [r]i'\‘zle(ci), X]].

3 Mainresults

(1) Since criteria with only one category make no discrirtiores and require no decisions, we assume
they are costless. To comparé#@,c) and(%¢”,c') that have the same number of costly categories, sup-
pose thaty !\ ; (&(Ci) —1) = zi'\‘z’l (e(C{) —1). Assume also that either (i) the marginal cost of categories
is increasing and the smaller nfc) andn(c’) is less than the cardinality of or (ii) the marginal costs

of categories is strictly increasing. We show thatithas greater proportions of coarser criteria than
does?%” and if (¢',c) maximally discriminates, thef¥’, c) is more efficient thari%”,c’).

(2) Fix a set of domains that, for each finitg@ contains axX with m elements and call a domain
admissiblef it is drawn from this set. Then, every efficie(#’,c) where the domain is admissible has a
% that contains only binary criteria if and only#f(e) > k (2) [log, e] for all integerse > 2.

Thus the cost of categories can rise as slowly asjJeg-in which case the marginal cost of categories
descends to 0 — and still the only efficient arrangement islfariteria to be binary.

(3) We apply the result in (2) to information storage. Sumpee wish to store some integer between
1 andn usingN k-ary digits and that the cost of storage equalk)N. We show that, for all positive
integersn, binary digits are the minimum-cost storage method if angt drk (k) > k(2) [log, k] for all
integersk > 2.

(4) We specify axioms for how to aggregate sets of criteria thoice functions that generalize
weighted voting. Suppose that the choice functioin the pair(%’,c) satisfies these axioms, that
contains only binary criteria, and thasatisfies the following Condorcet rule: if there ix & a choice
setAthat is chosen by from all {x,y} with y € Athenx s chosen fromA too. Thenc makes selections
that maximize a complete and transitive binary relationve@i(2), we conclude that in a broad range of
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cases, efficient decision-making is rational.

4 Symmetry and maximal categorization

Maximal discrimination is necessary for decision-makitfficeency since otherwis@(c) could be in-
creased without an increase in costs. The key feature ezhjfor a(¢’, c) to maximally discriminate is
that the following property o¥, calledmaximal categorizations satisfied: theliscrimination partition
& of X that placex andy in distinct cells if and only i andy lie in differentC; -categories for at least
onei must haveN ; e(Ci) cells.

We will now see that ifX is a product of attributes and each criterion orders a distittribute, then
maximal categorization is satisfied and conversely if makicategorization is satisfied then we can label
alternatives so thaX becomes a product of attributes. By joining this conclusmresult (2), that only
binary criteria are efficient, we can describe efficient sieci-making concisely: to be efficient agents
must be able to describe the alternativeXigo that they form a product of attributes and each criterion
must divide a distinct attribute into exactly two categsrie

The simplest way to achieve maximal categorization isfdo be formed by a product of attributes
and for eaclC; to divide X into categories based only on attribute The domainX might be a set of
cars, and the attributes might be colors, top speeds, atekpriA ‘speedC; would then order cars based
on the ranges of top speeds tkatleems to be equivalent.

Formally, anattributeis a setX; andN attributes define the domain of alternatives= [N, X;. We
will say that a set of criteri& is based on a product of attributésfor eachC; there is a seX; and a
partition of { X!, ...,Xie(Q)} of X; such that the categories@fare the setX! x ([k.i X), j =1,....e(G).

So, ifG; is an ordering of cars by color then eax;-hwould represent a color ancandy would be placed
into distinctCi-categories if and only if th&h coordinates ok andy indicate different colorsy; € XiJ
andy; € X} wherej # k. The cells of the discrimination partitiog? would then be thg L, e(Ci) sets
X{t x - x X{" where, for each, ji is an integer between 1 areCi). Maximal categorization thus
obtains.

This treatment assumes thats a product space: for each possible combination of atef(each
possible color-speed-price combination), there is a spording element of. But for maximal catego-
rization it is enough that there sdmealternative inX for each combination of attribute ranges specified
by the criteria, that is, it is sufficient foX to be a subset of] ;X such that eachX{* x --- x X"
intersectsX.

A set of criteria% that is based on a product of attributes enjoys a wide-rgngymmetry property.
Fix someC; in %, and consider a sét_; formed by an arbitrary union of the categories of the renmagjini
criteriaCj, j #1. Given the product structure @f, any suchs”_; must intersect each of ti@&-categories.
To continue the car example, the set of céirs defined by a certain range of top speeds and prices can
be partitioned into all the possible color subsets, say, ke and yellow. If we us€; to order the cells
of the color partition of the cars i8_;, the ordering will have the same ‘shape’ as — be order isomorp
to —the original color orderin@; of X. If, for exampleCi on X is a cycle — blue is better than red which
is better than yellow which is better than blue — thenGherdering of any set of cars defined by a range
of speeds and prices will also form a cycle. We conclude thatt&o sets of car¥ andZ defined by
selections of non-color attributes will be order isomogota each other when each is endowed with the
color orderingC; (or rather the restrictions &; toY andZz).

This symmetry property may seem to be of limited value siheppears to apply only to products of
attributes. But in fact the symmetry property characteraey? that maximally categorizes. If for an
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arbitrary (possibly nonproduct’, we applyC; to some#’_; and it defines fewer thag(C;) C;-category
subsets then the discrimination partition would have to contain fewer thap., e(C;) cells. And the
only way thaté’_;j and&”; can each defing(C;) Ci-category subsets is for tk& ordering of these subsets
to be order isomorphic.

Moreover, if an arbitrary (possibly nonprodu&) enjoys the symmetry property we can relabel the
elements of the domaiX so that%” is then based on a product of attributes. To do this, we associ
eachC; with an attribute (e.g., color) and identify eaClzxcategory with an arbitrary valu)§iJ for that
attribute (e.g., blue): each cell @P is thus identified with a vector of attribute values. So, @ligh a
product of attributes looks special, it provides a modekfay set of criteria that maximally categorizes.

The following definitions and theorem make these claimsipeecWe usé?, ..., Eie(Q) to denote the
categories of criterio@;. .

Given the set ofcnterlécl, ,Cn}, &-i is aunion of C ;-categoriesf & = =U; Ek for some collec-

tion of criterion categor|e$Ek} such thatk # i for eachj. Let C‘”ﬁ ' denote the binary relation defined

by ECf E’ if and only if there areCi-categoriesE; andE/ such thate = E;N &, E' = E/N &, and
xGyfor x € E andy € E’. We then say satisfies th@rder—lsomorpmsm propertf for any i and any

two unions ofC_j-categoriesg’_; andé&” ;, the binary relatloné:g' andC - are order-isomorphic.
The set of criterigg” has aproduct representatioif (i) for eachl there is a nonempty s¥t and a
partition{ .

} of ¥i, (||) there is a set of criteri& = {C;,...,Cn} defined ony = MY, Y where the categories
of eachC; are the set!%’J (r]k#, Yk) and (iii) for eachi, there is a order-preserving bijectidrbetween
the categories df; andC, that is,E/GE/ if and only if f (E/) & f (E").

We then have the following result.

Theorem For a set of criteri&’, the following statements are equivalent: ¢))maximally categorizes,
(i) ¥ satisfies the order-isomorphism property, (@)has a product representation.
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