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The semantics for counterfactuals due to David Lewis har bkallenged on the basis of unlikely,
or impossible, events. Such events may skew a given sityilarder in favour of those possible
worlds which exhibit them. By updating the relational sttue of a model according to @eteris
paribusclause one forces out, in a natural manner, those possibldswehich do not satisfy the
requirements of the clause. We develop a ceteris paribuis flogcounterfactual reasoning capable
of performing such actions, and offer several alternatieéaged) interpretations afeteris paribus
We apply this framework in a way which allows us to reason ¢edactually without having our
similarity order skewed by unlikely events. This contintlesinvestigation of formal ceteris paribus
reasoning, which has previously been applied to prefesefidelogics of game forms11], and
guestions in decision-makingf], among other areas {.

1 Introduction

The principal task of this paper is to work towards integrgtieteris paribusnodalities into conditional
logics so that some dissonant analyses of counterfactuatidmreconciled. We also suggest that ceteris
paribus clauses may be understood dynamically, in the sgindgnamic epistemic logicq], and we
interpret our resulting ceteris paribus logic accordingdgteris paribus clauses implicitly qualify many
conditional statements that formulate laws of science aoth@mics. A ceteris paribus clause adds to
a statement a proviso requiring that other variables oestat affairs not explicitly mentioned in the
statement are kept constant, thus ruling out benign deteak®r instance, Avogadro’s law says that if
the volume of some ideal gas increases then, everythindeldeequal, the number of moles of that gas
increases proportionally. Varying the temperature orgaes could provide situations that violate the
plain statement of the law, but the ceteris paribus clausewsds for those. It specifically isolates the
interaction between volume and number of moles by keepiegyéving else equal. In the same spirit,
the Nash equilibrium in game theory is a solution concept picks strategy profiles in which none of
the agents could unilaterally (i.e., keeping the actionstbérs constant, or equal) deviate to their own
advantage.

We may understand a ceteris paribus clause as a linguisticed@tended to shrink the scope of the
sentence qualified by the clause. For instance, when | makattbrance “| prefer fish to beeafgeteris
paribus’ | may mean something different from if | simply uttered “lgder fish to beef.” By enforcing
the ceteris paribus condition | rule out some situationschiaffect my preference. For example if,
whenever | eat fish I'm beaten with a mallet, while wheneveatleef I'm left in peace, | might retract
the second utterance and maintain the first. The ceteribysadlause reduces the number of states of
affairs under consideration. For modal logicians, ‘rulmd’ states of affairs amounts to strengthening an
accessibility relation, consequently changing the retetti structure of a model. This bears similarity to
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the epistemological forcing of Vincent Hendrickis’], which seeks to rule out ‘irrelevant alternatives’ in

a way which allows knowledge in spite of the possibility afcer Wesley Holliday 1 3] develops several
interpretations of the epistemic operatérbased on the relevant alternatives epistemology; namely,
that in order for an agent to have knowledge of a propositibat agent must eliminate eactlevant
alternative Holliday’s semantics are based on the semantics for cdanteals due to David Lewis f].

One could see relevant worlds as those which keep thingd.affiien reasoning using Avogadro’s law,
the relevant possible worlds are those where the temperand pressure have not changed. Thus, in
order for an agent to have knowledge, that agent must elimthe alternatives among the worlds which
‘keep things equal.’

Previously, ceteris paribus formalisms have been giveridgics of preference?] and logics of
game forms [1]. Here we extend the analysis to counterfactual reasoriihg.importance of counter-
factuals in game theory is well known (see, for instan&€])[ For example, Bassel Tarbush?j argues
that theSure-Thing Principlé ought to be understood as an inherently counterfactuabmotiVe will
motivate our discussion by thinking through Kit Fine’s wiellown ‘minor-miracles’ argumentl[)], a
putative counterexample to Lewis’ semantics. We will arthad ceteris paribus logic, suitably adapted
to conditionals, provides a natural response to this kingrgfiment. Moreover, we will see that ceteris
paribus logic reveals a useful feature missing from thedgtethformalisation of counterfactuals; namely,
the explicit requirement that certain propositions musetheir truth remain fixed during the evaluation
of the counterfactual. This is implicitly thought to hold, some degree, when one works with models
which have similarity orders or systems of spheres. Theitiondl logic of Graham Priestl[/] makes
just that assumption, but with no syntactic assurance. riSgiaribus logic provides, in addition to the
underlying similarity order over possible worlds, a sytitaapparatus to reason with such ceteris paribus
clauses directly in the object language.

2 Counterfactuals

Here we shall formalise counterfactuals in the style of lsewetProp be a set of propositional variables.
We are concerned with models of the fopi= (W, <,V) such that the following obtain.

1. W is a non-empty set gfossible worlds

2. =is afamily {<w}wew Of similarity orders i.e., relations oW\, x W (with W, C W) such that:
o We W,

o = is reflexive, transitive and total, and
o W=y VforallveW,\ {w}.

3. Vis avaluation functiorassigning a subs®&t(p) C W to each propositional variablec Prop.
Intuitively, W, is the set of worlds which are entertainable framWorlds which are not entertainable

from w are deemed simply too dissimilar fromto be considered. Say thats at least as similar ta
asvis whenu =<, v, and that it is strictly more similar whan<, v.

If 901 satisfies each of the three requirements weal conditional model A relation < is said to
bewell-foundedif for every non-emptys C W the set

1An outcomeo of an actionA is asure-thingif, were any other actio&’ to be choseng would remain an outcome. The
Sure-Thing PrincipleZ(] states that sure-things should not affect an agent’s meées.
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MinZ'(S) = {ve SNW : there is nau with u < v} (1)

is non-empty> We will suppress the superscrifit if it is clear from the context which model we're
discussing. If a modelt = (W, <,V) has only well-founded similarity orders we say th&tsatisfies
thelimit assumption For ease of exposition, we will assume that our conditiomadiels satisfy the limit
assumption. Of course, we may generalise the semanticofmterfactuals in the usual way], so
that our results work for models which do not satisfy the fiagsumption as well.

Definition 1 (Language.£=) The languageZ™=" of counterfactuals is given by the following gram-
mar

¢ i=p[-d|loVy|do-y.

We definep AP :=—(=¢pV-Y), ¢ = Y:=—9 VY, ¢ oo P:i=—(¢ o> —Y).

Definition 2 (Semantics) Let9t = (W, <,V) be a well-founded conditional model. Then

[pI™ = V(p)
[-¢]™ = W\ [o]™
[ovyl™ = [¢1™Ulgl™
[6 o> @™ = {weW:Minz, ([¢]™) C [w]™}.

LetweW. If we [¢] we writeDt,w = ¢, and ifw & [¢] we write DT, w = ¢.

3 The Nixon argument

There is a problem dating back to the 1970s4] 10] surrounding the semantics for counterfactuals
proposed by Lewis. We have found that our ‘ceteris paribustmfactuals’ (defined below) provide a
unique perspective on the problem (a putative counterebgmphe argument goes as follows. Assume,
during the Cold War, that President Richard Nixon had actteagievice which launches a nuclear mis-
sile at the Soviets. All Nixon is required to do is press adtin the device. Consider the counterfactual
if Nixon had pushed the button, there would have been a nubt@acaust Call it the Nixon couterfac-
tual. It is not so difficult to see that the Nixon counterfactualilcbbe true, or could be imagined to be
true. Indeed, one could argue that the Nixon counterfaciught to be true in any successful theory of
counterfactuals. Fine and Lewis both agree (and so do wejhibaounterfactual is true i, p. 452],
[16, p. 468]), but Fine used the Nixon counterfactual to arga¢ tte Lewis semantics yields the wrong
verdict. This is because “a world with a single miracle buttocaust is closer to reality than one with
a holocaust but no miracle.”L], p. 452] In response, Lewis argues that, provided the Nixo@t$on is
modelled using a similarity relation which respects a glaasystem of priorities (see below), the coun-
terfactual will emerge true. We will provide a different pesise using ceteris paribus counterfactuals,
but first let us see how Fine and Lewis model the situation.

2As usualu < vis defined asi < vand notv < u
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Consider two classes of possible worlds. One clasgonsists of those worlds in which Nixon
pushes the button, and the button successfully launchesiidgle. The seconds, consists of those
worlds in which Nixon pushes the button, but some small getwe — such as a minor miracle — prevents
the button’s correct operation. Certainly those worlds rehtbe button doesot launch the missile bear
more similarity to the present world than those where it doBEsis is Fine’s interpretation of Lewis’
semantics. Any world i1 has been devastated by nuclear warfare, countless livestesn lost, there
is nuclear winter, etc., whereas worldsvicontinue on as they would have done.

To illustrate Fine's interpretation, lgt, s, m, h be the propositions:

= “Nixon pushes the button,”

“the missile_siccessfully launches,”

“a miracle prevents the missile being launched,”
= “anuclear lolocaust occurs,”

:TBU"O
]

and consider the following model, tléne model

An arrow fromx to y indicates relative similarity tav, sou; is more similar tow thanu, is. Arrows
are transitive, and the ‘snake’ arrow betweeimdicates thaw; <\, u; for everyi, j. For eachy; € u,
Z,Ui = pAsAh; and for eachy; € v, .Z,v; = pAm. World w is intended to represent the real world:
Nixon did not push any catastrophic anti-Soviet buttbns, nuclear missile was successfully launched
at the Soviets, no miracle prevented any such missile, amilinlear holocaust occurred. Wondl is
more similar tow than any world inu is, since in anyu-world Nixon pushes the button and begins a
nuclear holocaust. Byl, v; is therefore the minimab-world. At v; the propositiorh is false, and so
Z,W [~ po- h. Therefore, Fine concludes, the Nixon counterfactuallgefan Lewis’ semantics.

In response, Lewis argues that the proper similarity re@fetio model the Nixon counterfactual should
respect the following system of priorities:

1. Itis of the first importance to avoid big, widespread, dseeviolations of law.

2. It is of the second importance to maximize the spatio-tapregion throughout which perfect
match of particular fact prevails.

3. Itis of the third importance to avoid even small, localizeimple violations of law.

4. ltis of little or no importance to secure approximate $anily of particular fact, even in matters
that concern us greatly. 1(p, p. 472])

3Although there is no way for us to know this, for the sake ofahgument we assume that it is so.
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Based on this system of priorities would is more similar tav thanv; is because “perfect match of
particular fact counts for much more than imperfect mateknef the imperfect match is good enough
to give us similarity in respects that matter very much td ysl6, p. 470] That is, worlds inv in
which a small miracle prevents the missile being launchegd ok quite similar to our world, but only
approximately so. And in Lewis’ system of priorities, petfenatch outweighs approximate similarity.
TheLewis modelthen, looks like this:

In the Lewis modely; is the world most similar tav, and inu; the missile successfully launches,
there is a nuclear holocaust, and so the Nixon counterfaisttraue. Lewis thus responds to Fine by de-
fending a similarity order that favours overv;. He is justified by prioritising perfect over approximate
match in a similarity relation according to the aforemem¢id system.

The interpretation of the Nixon counterfactual we will affg in line with Lewis’, though we do not
rely on his system of priorities. We will achieve a resolatgimilar to his without having to defend a
model different from Fine’s. After all, as Lewis says: “I dotrclaim that this pre-eminence of perfect
match is intuitively obvious. | do not claim that it is a feetwf the similarity relations most likely to
guide our explicit judgments. It is not; else the objectioa are considering never would have been
put forward.”[L6, p. 470] Instead, we will treat the Nixon counterfactualhnain explicit ceteris paribus
clause, dispatching with the unintuitive pre-eminence effgrct match in constructing the similarity
relation.

Our interpretation of the Nixon counterfactual is much likgpreference logic, where formal ceteris
paribus reasoning was first applied §, 24]. Consider the following diagram, which shows a preference
of a raincoat to an umbrella, provided wearing boots is kepstant:

raincoat umbrella
o - °
no boots - no boots
raincoat BN , umbrelia
boots boots

Arrows point to more preferred alternatives, and are tiaesiEvidently, having an umbrella and boots
is preferred to having a raincoat and no boots. The variaifdmaving bootskewshe preference. If a
ceteris paribus clause is enforced, guaranteeing thatharatase boots will be worn or boots will not be
worn, then the correct preference is recovered. A simitaatibn occurs in the logic of counterfactuals.
The variation of certain propositions can skew the sintjfaorder. In Fine’s argument, this is done by
the variation of physical law, a miracle. If we were to ragtthe worlds considered during the evaluation
of the counterfactual to those that agree witlon the propositionm, then in.# the worldv;, would no
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longer assume the role of minimgtworld. Rather,u; would. In worldu; a nuclear holocausioes
occur, whence the counterfactual becomes true, as deSinéglis our resolution of the Nixon argument,
which we next formalise.

4 Ceteris paribus semantics

We introduce into our language a new conditional operatdchvgeneralises the usual one. In partic-
ular, it accommodates explicit ceteris paribus clause® duthors inf] were the first to define object
languages in this way. They developed a modal logic of cefmatibus preferences in the sense of von
Wright [24]. For now we will take the ordinary conditional operator amibed within it a finite set of
formulasl understood as containing toéher thingsto be kept equdl.

Definition 3 (Language %cp) Letl be a finite set of formulas. Then the languager is given by the
grammar

¢ =pl-dlovy|le.Ty.

We understand the modalify, "¢ as the counterfactuagh o— ¢ subject to the requirement that the
truth of the formulas i does not change. We defigeA ¢ := —(=¢ vV —Y), ¢ — Y :=—-¢ V ¢,
(.M :=—[¢,I-yw. We call the conditiondlg, '] aceteris paribus conditionabr, if the antecedent

is false, aceteris paribus counterfactualZcp is interpreted over standard conditional models, and thus
requires no additional semantic information.

Some additional notation is required, however. I@t= (W, =<,V) be a conditional model and let
w,u,veW. Letl C Zcp be finite.

e Define the relatiorsr overW byu=r vifforall ye ', M, u= yiff M,vEy. Then=r is an
equivalence relatiof.

e Set[w|r = {ue W, : w=r u}, the collection ofn-entertainable worlds which agree withonT".
e Define<t!, := =<y N ([W]r x [w]r), the restriction of<,, to the above worlds.

Thus ifu,v € [w]r then eitheru <!, v or v<], u.

Definition 4 (Semantics) LetOt = (W, <,V) be a conditional model. Then

[[9.MwI™ = {weW:Ming ([6]™) C [Y]™}.

The semantics for the regular connectives are the same s ithh@efinition2. Notice that we recover
the ordinary counterfactugl o— ¢ with [¢,0]y.

4The choice of finite is largely technical. We will mention some possiliit and difficulties regarding the case where the
ceteris paribus sét may be infinite in our concluding remarks.

5We redefine the language more precisely as DefinBionthe appendix. For simplicity we work with the one now sthte

6Technically, the relatiorsr should be defined together with the semantics in Defindiby mutual recursion. Again, we
favour the simpler presentation.



182 Ceteris paribus logic in counterfactual reasoning

Consider again the Fine modé1. As before we have” ,w [~ p o— h, but now
7w [p,{m}]h. ()

We thus think about the Nixon counterfactual by way of cetpéribus reasoning. Allowing the truth
of arbitrary formulas to vary during the evaluation of a cufactual can distort the given similarity
order, thereby attributing falsity to a sentence which mayntuitively true. By forcing certain formulas
to keep their truth status fixed one can rule out these cadeshuas just been demonstrated wigh. (
This ceteris paribus qualification is done in preferencéclognd indeed in more general scientific and
economic practicé.The Nixon counterfactual is simply a situation involving efeater, or an irrelevant
alternative, which ought to be forced out.

5 Ceteris paribus as a dynamic action

The modality[¢,I']@ behaves like a dynamic operator, in the sense of dynamiteemis logic. For
modality-free formulag andy, evaluating[¢, '] atw € W amounts to transforming

M= (W, {jw}weW7V)

into

M9 = (W, {<}y hwew, V)
and evaluatingd o @ at [[|9,w. This dynamic action is possible since we are altering thaional
structure oft with only a finite amount of information fror.

Note that the set\{, on which <, is defined on may change after the update. By updating the
modelt with a ceteris paribus clause worlds which disagree oh are relegated to the cla®é\ Wy
of infinitely dissimilar (indeedjrrelevani worlds. Figurel shows how the Fine model changes after
being updated by a ceteris paribus clause forcing agreeamemt This forces out the-worlds from
consideration during the evaluation of the counterfactimbome sense syntactically ‘correcting’ the
provided similarity order. Of course, if each world alreaatyreed withw on {m} the ceteris paribus
clause would have no effect.

The modality-free condition o andy cannot be removed. In particular, one cannot iterate the dy-
namic ceteris paribus action and retain agreement witht#tie €eteris paribus counterfactual operator.
To see this, consider the example in Fig@reTakingl™ = {s} andA = 0, one hadit,w = [p,T'][g,A]r,
but [F9Mt, w k= po— [q,Alr.

6 Uniformly selecting ceteris paribus clauses

Having created a formalism which accommodates explicireeiparibus clauses, one might desire a
method for uniformly selecting the ceteris paribus BetFor von Wright P4], ceteris paribus means
fixing every propositional variable which does not occuthia tiniverse of discourse of the ceteris paribus
expression under consideration. More precisely,UBt¢) be the set of all propositional variables
occurring in the formula, defined inductively as follows.

7See Schurz]1] on comparative ceteris paribus laws.
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Before .#
u1 ............ u2 ............ un
@ «—— 0 < ° u
W/ ................. § ................... 0.sh
. ........................................
\Vl Vo Vk
@ «—— @ < ° \
........................................ b, m
After [{m}].#
u1 ............ u2 ............ un
@ «—— @0 < ° u
W/ ..................................... 0.sh
. ........................................
V1 \%) Vk
@« @« ° \Y
........................................ b, m

UD(p) = {p}

UD(—¢) UD(¢)

UD(¢ Vv ¢) = UD(¢)uUD(y)
UD([¢,Ty) = UD(¢)uUD(T)uUD(y)
UD({yi;---»¥a}) = UD(n)U---UUD(¥h).

Then the ceteris paribus counterfactifad were the case then, ceteris paribyswould be the case
amounts to the expression

[¢,Prop\ (UD(¢) UUD(y))]y. 3)

Now all propositional variables not occurring in the unseof discourse of the counterfactual antecedent
or consequent are fixed.

Updating the Fine model with respect to von Wright's cetpasbus set yields the following model:
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m [A][r o
V1 V1
J e (,S U e (,S
W u/ W u/
\; @ «~— O o «— O
s™ p,S\ s ps
R o Q,r o Q,r
V2 V2
Vi1 Vi1
~e Q,S > e (Q,S
w u/ w U/
u e — 0 e — 0
XN s ps
> e Q,r e Q,r
\%) \%)

[{s,m}].7# Uy Uz Un :
@ «—— 0 < ° u
W 0.sh
. ........................................
V1 \) Vk
@« @ < ) \"

We haveZ,w = [p,{m,s}]h, but vacuously! It appears that the relatigh is too strong to interact
with von Wright's definition. We are requiring thaterything elsés kept equal. This is questionable
metaphysics, to say the least. Lewis made a similar obsenvat [15], about the counterfactuaif
kangaroos had no tails, they would topple over’

We might think it best to confine our attention to worlds whiea@garoos have no tails and
everythingelse is as it actually is; but there are no such worlds. Areavsuppose that
kangaroos have no tails but that their tracks in the sandsatkey actually are? Then we
shall have to suppose that these tracks are produced in awtaydifferent from the actual
way. [...] Are we to suppose that kangaroos have no tailstaittheir genetic makeup is
as it actually is? Then we shall have to suppose that gendsotgnowth in a way quite
different from the actual way (or else that there is somethimlike anything there actually
is, that removes the tails). And so it goes; respects of aityland difference trade off. If
we try too hard for exact similarity to the actual world in aespect, we will get excessive
differences in some other respectLg[p. 9])
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In fact, for the logic ofceteris paribuscounterfactuals to function in a meaningful fashion, every
formula occurring inm must be independent from the counterfactual antecedenitelfine model, we
insist that the truth values afandm are kept fixed. These propositions, however, are nomolthgica
related top, so we can’t change the truth valuemtvithout affecting the truth values gfandm. This is
why the counterfactudlp, {m, s}|h is vacuously true, but then so is the counterfacfpa{m,s}|—h. To
accommodate a uniform method for selecting ceteris padkausses, more flexibility is required. What
oughtto be kept equal when we can't keeperything elsequal? In the next section we will consider
two strategies for relaxing the interpretationceteris paribugo address this question.

7 Relaxing the ceteris paribus clause

7.1 Nadve counting

We will now introduce another interpretation for the motjalig,]y. Let us write[[¢,y]ZL for
the set][¢,]yw]™ from Definition 4, and let=cp act as the ordinary satisfaction relation for Boolean
formulas, but with

mtvw):CP [d)vr]w iff we [H‘P,r]‘l’]]?}v

Whereas in Definitiod we required strict agreement on the Betin order to develop a logic for
ceteris paribus counterfactuals with a weaker semantiagilvimstead relax the requirement maximal
agreementThe best we can do is preserve thelsas much as possible for any given model.

Letl C Zcp be finite, and left = (W, <,V) be a conditional model. Defing” : W x W — 2" by
AP (U V) ={yeT : M ul=yiff M,v =y} 4
Define the relation<{, onW, by u <[, v iff
either|AZ (u,w)| > [AZ(v,w)|, or [AT(u,w)| = |AZ(v.w)| andu =y, V.

The relationj\fV can be seen as a transformeg, reordering the similarity order so that worlds closer
tow preserve at least as muchlofs worlds further away, and if any two worlds agred dio the same
guantity, then the nearer world is more similamtavith respect to<.

Definition 5 (Semantics) Let 9t = (W, <,V) be a conditional model satisfying the limit assumption.
Letl" C Zp be finite. Then
[[¢. MW = {weW:Min ([]™) C [w]™}.
We write M, w =ne [¢, T iff we [[¢, T

Fact 1 Let9t = (W, <,V) be a conditional model. Let@W , and letX € {CP,NC}. Then the following
are true, whereta is shorthand which uniformly stands for eitheror —a:

1. Mw ¢ oo Yiff Mw=x [¢,0]y
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2. Mw E=x (Fa A, D) (EaAP) — (,TU{ay
3. MW Ecp (¢, 1Y =M wEnc (9,7
4. Mw E=nc (9,70 = M w=cp [¢,T]Y

The original ceteris paribus preference loditdould be axiomatised using standard axioms together
with Fact 1.2 and its converse. A crucial difference Wit semantics is that the converse of Fact 1.2
does not hold. The existence ofpan -world which maximally agrees onuU {a} does not ensure that
o actually holds at that world. In fact, it is not guaranteeat #ny formula froml" U {a } is obtained.

7.2 Maximal supersets

An approach to counterfactuals familiar to the Al community7, 14] makes use of a selection function
which chooses the ‘closest’ world according to maximal sétgropositional variables. More specif-
ically, each worldw satisfies some s&,, C Prop of propositional variables, and a worldis a world
closest tow if there is nov with P, C P, C P,,. Taking this as a kind of ceteris paribus formalism we
obtain the following variant of our ceteris paribus coufaetuals. First let us define the relatiar}, on
W, by u T, viff

either AP (v, w) € AP (u,w), or AT (v,w) = A¥'(u,w) andu =<, V.

m
Definition 6 (Semantics) Let 9t = (W, <,V) be a conditional model satisfying the limit assumption.
Letl C Zcp be finite. Then

[#.Twls = {weW:Mincg([¢17) < [w]™}.

We writet, w =ws [@, ]y iff we [[@,]¢]is. NowT is maximally preserved in the sense that worlds
which preserve the same propositions as another, and fortine preserve additional propositions from
I, are deemed to approximaftemore closely; while worldsi, v with neither A (u,w) C A®(v,w) nor
AP(v,w) C A¥(u,w) are considered incomparable.

Fact 2 (Extends Factl) Let0t = (W, <,V) be a conditional model. Let @W. Then the following are
true.

MW= ¢ O @ iff Mw s [¢,0]¢

MW Ems (A AP, T)(EaAY)) = (¢, TUu{ah)y
- MW =cp (¢, 1)Y= MW =ps (¢,TY

MW Ems (9, T = M wi=cp (@, Ty

A W N

8 Dynamics and the Nixon counterfactual

Given a ceteris paribus interpretatidhe {CP,NC,MS}, let us write[l"|x 2t for the modebt updated
with a ceteris paribus clauseaccording to interpretatiod. Specifically, we have the following defini-
tion.
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Definition 7 Let9t = (W, <,V) be a conditional model, and I€tC Z¢p be a finite set of formulas. We
define thaupdated modelf |x9t, for X € {CP,NC,MS}, by

Fep = (W, <",V);
[r]ch)ﬁ = (W,jr,V);
MusM = (W,CE",V).

This provides us with three dynameeteris paribusupdates. Let us see how they treat the Nixon
counterfactual. We have already witnessed@Reupdate with ceteris paribus s€ts} and{m,s}, and
concluded that both make the counterfactual true (vacuoatts with {m,s}). NC andMS updates agree
on the truth of the Nixon counterfactual with tii&® update on{m}, but disagree ofm,s}. Updat-
ing the Fine model with von Wright's ceteris paribus clayses} according to theNC interpretation
yields.# again. ThusZ,w F~nc [p,{m,s}]h. Updating Fine’s model witfm, s} according to theviS
interpretation gives the following model:

In [{m,s}]us.# the Nixon counterfactual is not true, and neithepis— —h.

We summarise the truth of the Nixon counterfactuals— h and p o— —h in the various updated
Fine models in the following table.

Interpretation
Counterfactual| Clause| CP NC MS
{m} true true true
po~h {m,s} true false false
o —h {m} false false false
pE== {m,s} true true false

The rows labelled withp o— h and p @~ —h indicate the truth value of those counterfactuals in
the updated model§ |x.#, whererl is given by the cell in theClausecolumn andX is given by the
Interpretationcolumn.

Formally, the table illustrates how different truth valdesthe Nixon counterfactual may be obtained
by combining the various interpretations of ceteris parif@P, NC, MS) with the different ceteris paribus
sets (the selected sém} or von Wright's set{m,s}). But this doesn’t mean that all combinations are
legitimate formalisations of Fine’s argument. Fine’s gtisrabout small miracles that can interfere with
Nixon’'s ploy, not about whether the missile would succdisfaunch should Nixon press the button.
That the propositiors must be able to vary is crucial to the story, so one shouldieimapt to keep it
equal, on a par witim. We adhere to our favoured formalisation of the Nixon arguoine which the



188 Ceteris paribus logic in counterfactual reasoning

propositionm is the only one that needs to be kept equal. We have givenipledcreasons for this
choice, and our selection makes the counterfactual trué intafpretations agree on that. The point
of the table is a formal one, namely that the truth-valuesoointerfactuals vary with different ceteris
paribus updates according to their interpretation.

9 Theorems

In the appendix (Corollarnt) we prove that the Iogi(zf\fCP of ceteris paribus counterfactuals over the
class of conditional frame& is complete forCP/NC/MS semantics. The proof works by translating
formulas of Zp into formulas of acomparative possibilityanguage, in the style of Lewis, and ax-
iomatising the equivalent logic. This permits a cleareudimn of ceteris paribus modalities to basic
comparative possibility operators, albeit with a transtaexponential in the size df.

10 Concluding remarks

This paper has introduced a ceteris paribus logic for cofatiial reasoning by adapting the formalism
in [2]. We have introduced some variants on ceteris paribus lioglight of philosophical difficulties
arising in the application of conditionals. We apply ounfiework to theNixon counterfactualand with
this bring a new perspective to the problem. We have sugdestd explored the dynamic perspective
of our various syntactic interpretations @dteris paribuswhich has resulted in a richer understanding
of so-calledcomparativeceteris paribus reasoning in formal settings. We have geavicompleteness
theorems which demonstrate that the ceteris paribus lsgiobtained ultimately reduce to the underly-
ing counterfactual logic; in our case Lewis’ VC. With ourrmawork we defend Lewisian semantics by
appealing to examples from preference logic, where cgparibus reasoning is more widely discussed.

Finally, we outline some limitations of our framework andeditions for future research.

Iterated ceteris paribus actiondMe saw in Sectiord that iterated ceteris paribus counterfactuals devi-
ate in truth-value from the corresponding update-themtmfactual sequence. Such difficulties with
iterated counterfactuals are not so uncommon. We leavaasthedf understanding the full interaction
between the two for further investigation.

Cardinality restrictions onl. In general, ceteris paribus reasoning requires keepinglexgimuch
information as possible, and sometimes unknown informafior example, unanticipated defeaters of
laws). Keeping everything else equal may indeed mean kgepgjnal an indefinite, and possibly infinite,
set of things. Exploring ceteris paribus logic without ¢aadity restrictions td™ is thus more than a mere
technical exercise. But it is not so straightforward to egtée present framework to accommodate the
presence of infinitd". The translations presented in the appendix only carry tvéhne infinite case
for infinitary languages, which is not much of a solution. Bwoe strict ceteris paribus semantics, we
instead suggest following th&-flexibility approach of P2]. For the relaxed ceteris paribus semantics,
there are conceptual difficulties which arise with the congoa of infinite sets: when should we say of
two infinite sets that one keeps more things equal than therdtBlearly naive counting will not suffice.
Minimising distance with respect @' is more promising, but has its own problems. We leave this
challenging technical enterprise for future research.
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A Appendix

We first recast Definitio in a more formally precise manner.

Definition 8 For each ordinala let %, be given by
¢ i=plL-¢|oVy|ld Ty
wherel" C 3 is finite andp < a. Zcp is then defined to bg, 4.

This ensures the sefisare well-defined. One can define a languagef comparative possibility in
a similar style, though we will only give the following granam

o i=plL|l-¢plovylo=<ylo="ylo<" Yo" Y.

We further set

<y = -(W=9); o<y = ~(Y="e) oY = (I ¢);
oty = —(¢C'9); O = =<1 O¢ = -0O-¢.

Definition 9 (Semantics) Let9t, w be a conditional model. Then

[[[[p]]g = X(p);
L = 0
[=o1™ = W\ [o]™;
[ovel™ = [¢]™UYI™;
[¢p <w]™ = {weW:vueW, 3veW,such thatifuc [@¢]™ thenve [¢]™ andv < u};

[¢p <" ¢]™ = {weW:VYuecW,3IveW, such thatifu e [@]™ thenv e [¢]™ andv <!, u};
[ <" @] = {weW:vVue [w]r 3ve [w]r such that ifu € [¢]™ thenv € [¢]™ andv <, u};
[¢ C" @)™ = {weW:VueW, Ive W, such thatifu € [@]™ thenv € [¢]™ andv C}, u}.

Lemma 1 The modal operatofg, '] underNC semantics is definable i&.
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ProoEr We show that

MW Ene [0, T iff MwE=Op — (dAY) <" (9 A-).

=: AssumeMt,w = O@. Then there is a worlk € Wy such thatt,x = ¢. So, by assumption,
Minr ([¢]™) # © andMing: ([¢]™) C [W]™. Hence, there existg € Wy such thathl,y = ¢ A @
and for every worldz € W, if z <[, ythenz ¢ [¢ A—@]™. This is exactlyt,w = (¢ AY) <" (¢ A—Q).

<: By contrapositive. Assum@&t,w (= [¢,]@. Then, by the semantic definition, there is ar
I\/Iinﬂvrw([[qb]]m) such thatx ¢ [@]™. SodMm,w = ¢¢, and for everyx € Wy, there exists € W, (namely
v) such that ifx € [¢ A Y]™, theny <[, xandx € [¢ A=¢]™. HenceM,w = (¢ A=) <" (¢ AY), sO
MW= (@ AY) <" (¢ A=), and we are done. O

Lemma 2 The modal operatofg, '] underCP semantics is definable i’

PROOF. Replace=<!, with <, in the above proof to show that the following equivalence

MW E=cp [¢,TWiff Mw=Cd — (pAY) <" (A1)
holds. O

Lemma 3 The modal operatofg, '] underMS semantics is definable i&’.

PROOF. Replace=<!, with C!, in the above proof to show that the following equivalencedbol

MW =ms [0, T iff MwE=Od — (pAY) T (9A-Y).

Denote by~ the Z-fragment given by
¢ i=plL|i-¢loVvy|o=y.

Givenasel C . Zorl C.Z~, letl'" be the set of all possible conjunctions of formulas and reshat

formulas fromrl"; that is, the set of ally such thaty = A +y, where+y=yand—y=-y. So if
yel
I ={p,—q} then

M ={pA—Q,~pA—=Q,pA—-=G~pA-—0a}.
We will often identity a conjunctiopy A - - - A ¢, with the set{¢1, ..., ¢n}.

Lemma 4 The modal operato<” of . is definable inZ~.

ProoE We show that
p<" Yo N\ly—= (@AY Z(WAY). (5)
yel*

= Without loss of generality writ&t,w = y. Letu € W, and supposéli,u = ¢ Ay. By hypothesis
there existy € [w]r such thabh,v = ¢ andv<l{,u. Nowv =r w, sod,v |= y, andv <, u as required.

<: Write M,wE=y. ThenM,w k= (¢ Ay) X (YAY). Letu € [w]r and suppose th@ft,u = . Then
I, U= YAy, so there exists € W, with 90, v = ¢ A yandv <, u. Thenv =r w, and sov </, u. g
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Lemma 5 The modal operatoE" of . is expressible inZ .

ProoEr We show that

b we A (y=> A A @A) = (@AN) 2 WAd)) (6)

yer* ACy ACA'Cy

= SupposeNt,w = ¢ C" ¢ with M, w |= y, for somey € I'*. TakeA C y such that
MweE N\ —O(PAN). (7)

ACA'Cy

Takev € W, arbitrary such that,v = ¢ A A. By the hypothesis there isc W, such thatu C!, v and
M, u = 9.

Now, u C}, vimplies that

(1) eitherA™ (v, w) C AT (u,w), or A¥*(v,w) = A (u,w) andu <y V.

If AP (v,w) C AT (u,w), thenA C A¥(v,w) implies thath C A™(u,w). Furthermore,u = ¢ A

AP (u,w). TakeA’ := AP (u,w), thendt,u = ¢ AA’, and hence
MwE- A —~O(@AA),
ACA'Cy

contradicting 7).

Thus by (1) AP (v, w) = A (u,w) andu <, v. Finally, sinceA C AT (v,w) and9t,u = ¢ AAP (U, w),
we have thaM,u = ¢ A A, as desired.

<: Assume the right-hand side d)( There is a uniqug € I'* for which9t,w |= y. Takeu € W, such
thatO, u = @, and consideA¥ (u,w).

Case 1 There is anx € W, such thatA? (u,w) C AP (x,w) andM, x = ¢. Thenx I, u, by definition
of CV..

Case 2 There is nax € Wy, such thatA? (u,w) C AP (x,w) andM,x |= ¢. Now, if there isy € W, and
a set of formulas\’ with A”' (u,w) C A’ C y such thatlt,y = ¢ A A/, thenAF (u,w) C A" C AP (y,w)
andM,y = ¢, contradicting our assumption. Hence

MW = /\ —O(p AN,

AP (uw)cA'Cy
and by takingh = A%“(w, u), our initial assumption implies that
MW = (6 AAT(UW)) < (Y AAT(UW)).
SinceM, u = Y A AP (u,w), there is arx <, u such thatlt,x = ¢ A AP (u,w). HenceA¥ (u,w) C

AP (x,w), and alsoAT (x,w) C A¥(u,w) as the containment cannot be proper by the case assumption.
SoA% (u,w) = AP (x,w), and sincex <, u, one has that C{, u

Hence, both cases imply that there existsxar], u such thab)t,x = ¢, as desired. O
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Lemma 6 The modal operatox" of . is definable inZ—.

PROOF. Replace the subset condition
ACA Cy
in (6) with the cardinality condition
AL<IA <V
and repeat the above process. d

Notice that, iff U{¢,yp} C ¥, then the right hand sides of the equivalences establishectare
in £~. This allows us to apply the translation to a formula from ith&de-out, the resulting formula
belonging ta?Z .

By aconditional framewe mean a paiF = (W, <), such thatF,V) is a conditional model for any
valuation functiorV. Let € be the class of conditional frames. Using the notation fréjyvje Write/\§
for the set of€-formulas valid ovek.

Theorem 1 The Iogic/\f is complete.

PROOFE We take as our axiomatisation the axioms for VIC][ plus the translations from Lemmds5,
and®é. O

Corollary 1 The Iogic/\fCP is complete folCP /NC/MS-semantics.
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