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Abstract

We study games in which the choices available
to players are not fixed, and may change dur-
ing the course of play. Specifically, we consider

tually b is forced out, the rationale far may disappear,
thougha is the only one present. In a world where all pos-
sible eventual consequences can be computed, the cost of
such disappearance of choices can also be taken into ac-
count, but (as we see in the case of environment conserva-

a model in which players may switch strategies, tion) realisation typically comes post-facto.

and a global (social) decision may remove some
choices, based on the strategies being adopted
by players. We propose a logical formalism in
which such choices are specified, and a model of
bounded memory strategies in which the eventual
implications of such choices can be computed,
and present preliminary results.

To see this, consider a toll booth on a busy road which is
manually operated. A vehicle driving through has to stop,
tender cash and only then is allowed to proceed. Hence it
is suggested that toll collection be RFID based. A vehicle
equipped with RFID can speed through an automatic lane,
and the requisite amount will be debited from the bank ac-
count of the owner of the vehicle. While this is welcome,
protesters point to loss of privacy, since the movements of
the car owner can then be tracked. RFID is defended on
the grounds that anyone worried about privacy can always
use the lane with the manual booth. Thus speed and pri-
Outfitting oneself in India before the 1980s was an elabvacy are traded off against each other and the RFID system
orate affair. One had to buy cloth from a store, decide oris introduced. Gradually, as more people use the fast lanes,
the design and style of the garment, and get it stitthed bpnly one lane is operated manually, and there comes a point
a tailor. Along the way, many personal preferences andvhen the manual booth is removed on the grounds that it is
current fashion trends would play a role. But gradually,too expensive to maintain. Interestingly, there is almost no
as readymade garments came into the market, it becanmiblic debate when this is done.

clear that this was a cheaper and quicker option, thougk}Vhat happened to the trade-off between speed and privacy?

this severely limited one’s say in the finer design details.lt can be argued that a strategy valued by so few is socially
As more people bought readymades, they became Cheapfrluxury to maintain, but the point remains that the ratio-

still, and_ with fewer customers, tailors had to charge MO ale and terms of debate have changed entirely. While the
to sustain themselves. Today, there are very few pract's"nauestion of whether this is acceptable or not is interesting

tailors, and_gettmg ones clothes custgm made is a quury1‘or political philosophers, we suggest that there is at least
Whether this choice will even be available a few genera-

tions from now is unclear a clear case for models that compute such eventual conse-
' guences of social decisions.

Econfl)_rr?lsts a.Tei).?.I cofu_rsz_, y(\j/ell Iavr\:ar_e of_sm_:h phenoTn"l'he general situation is as follows. At every stage, an in-
ena. The avallability of Individual choices 1S, In general, ;4] has certain choices to make. But making a choice

?etermln.etlj l:r)]y _ch0|ces.b]}; the S(()jctl)ety 6:? a Wh]?.le(’j.a%d 'Elso comes with a cost which is associated with that choice
urn, sociatchaices are Influenced by patterns oTindividuay, , 4\ hich the individual has to incur in making the choice.

choices. In this process, the set of choices may expand Bn the other hand, society also incurs a certain cost in mak-

contract over time. ing these choices available to individuals. This cost is a
However, there is a political or philosophical value attachedunction of the choices being provided as well as the profile
to availability of individual choices. A strategy may be  of choices made by individuals.

justified by the presence of another optibihut if even-
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From time to time, based on the history of choice profilesRelated Work: Game Dynamics

and predictions of the future, society revises the choices

it provides to individuals as well as the cost individuals Strategy switching by players and rule changing are by no
have to incur to make these choices. This in turn has ameans new notions for game theory, and have indeed been
effect on individuals’ strategies, who switch between avail-studied extensively in evolutionary game theory. Weibull
able choices. The dynamics of this back and forth proces§Wei97]) studies how players observe payoffs obtained
can be quite interesting and complicated. by others and change their behaviour accordingly. [PWO07]
studies a model where actions of players depend on the
forecasted outcome. It is not required that all players arrive
at the same expectation. Depending on past forecasting er-

h tati Societ Il decide that it is i rors, players switch strategies and update their behaviour.
such computations. Society may well decide that IL1S N e pepayioyr switching of the players in effect causes the
its interest toensurethat everyone gets access to a facil-

: . . . ame itself to change in a dynamic fashion reflecting the
ity, however uniform, rather than having a range of Cho'cesghoices which fall out of favour for all the players.

available but only to a subset of people. (As an example,
consider Singapore offering free island-wide WiFi connec-Dynamic learning has also been extensively studied in
tivity for three years.) game theory. Young ([PY93]) considers a model in which

| h i dels of h il oh each player chooses an optimal strategy based on a sam-
n game heoretic models of such social phenomena, SGsq, or information about what other players have done in
cial rules are considered as game forms, and individu

. . . he past. In [PY0O0] he defines and studies the long run dy-
behaviour is regulated using payoffs. Rule changes afamics of a model of how innovations spread in a social

cons#ere? _to be Iexogelnti_us, and correstﬁond to clhange Retwork. [BS99] looks at equilibrium selection by players
payoll matrices. In evolutionary game theory, Tuies arg,,, yoyige strategies by a learning process. They note that

consuljered as gdaltﬂ;e (:quU|_I|b(rj|a: |nd|V|tQUaIsffoIIIOW|ng ml.esthe stable behaviour of agents depend on the dynamics of
are players, and the desired properues ot rules are giveg, game itself and argue that it is important to incorporate
by equilibrium strategies, thus describing enforced rules

tI?ese changes into the model. Switching behaviour of play-

tl—r|]oweverlwht?]t \ftvte dk'SCl_JStS here is etnttr:i]ogfen?l:s ?Yng_m_gsa%rs has also been studied in dynamical system models of
ese rules that takes into account the fact that individual | .. 'ioraction (ISPOO], [Hor05)).

behaviour and rules operate mutually and concurrently. In
this sense, individual rationality and social rationality areGoing further, Hashimoto and Kumagai ([HKO03]) even

mutually dependent, and what we seek to study are the papropose a model in which interaction rules of replicator
terns ofreasoninghat inform such dependence. equations change dynamically, and offer computer simu-

We thus consider game forms which change dynamicallyl,atlons of dynamic game changes.

but according to pre-specified rules stated in a formal logicGiven such extensive work by dynamical system theorists,
If players had unlimited computational power, they couldthe need for qualitative reasoning, with all its severe lim-
startegise about all possible game changes as well, bitations, in the same framework may well be questioned.
we consider players with bounded computational ability,It should be noted that dynamical system models typically
who formulate initial strategic plans and revise them dur-work with fixed evolution rules (which are complicated
ing course of play, based on observation. Such switchingnough) and study changes in parameter values. The rel-
is again described logically. This, in turn, determines ap-ative advantage of logics is that rather than working with a
plicability of game changing rules, and so on. We can therfixed rule, we can study an entire class of rules (that can be
ask, in this model, which action choices are eventustly ~ specified in the logic) in a general fashion. Moreover, use
ble (in the sense that no further game changes will elimi-of automata theoretic techniques for solving the problems
nate them), and under what conditions. We may also askas done here) gives us uniform algorithms, as opposed to
if a player eventually gets removed by the dynamics ofnumerical solutions and computer simulations. Further, we
the game, if eventually a particular action tuple becomesiope that inference systems can be built which explicate
the only choice available forever or if the cost stabilises tothe logical connections between individual and collective
some specific amount. We show that these questions are ahtionality in such contexts.

gorithmically solvable.

Indeed, the decision on whether a facility should be pro
vided as a part cdocial infrastructurgas opposed to being
individually maintained, based on affordability) is based on

It is important to emphasise that we focus on qualitativeRelated Work: Logical Studies

reasoning rather than quantitative analysis. However, the

framework is appropriate for any such analysis in whichOur work is situated in the logical foundations of game

costs and payoffs take values from a finite set, which igheory, and hence employs logical descriptions of strate-

realistic when limited to players who have only a boundedgies and automata based algorithms to answer questions.

memory. Modal logics have been used in various ways to reason
about games and strategies. Notable among these is the
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work on alternating temporal logic (ATL) and its exten- infinite extensive form game is then just the unfolding of
sions ([AHKO02], [HWO03], [HIWO05], [JHWO05]): assertions this finite graph. We are thus led to unbounded duration
are made on outcomes a coalition of players can ensure, agdmes played on finite arenas. The model is formalised be-
what strategy a player plays may depend on her intensiorisw.

and epistemic attitudes. In [Ben01,Ben02] van Benthem

uses dynamic logic to describe games as well as strat® 1 Game Arena

gies. [Gho08] presents a complete axiomatisation of a logic

describing both games and strategies in a dynamic logitet N = {1,...,n} be the set oplayers. For each € N,
framework where assertions are made about atomic stratéet A; U {¢} be afinite set ofactions of playeri. e denotes
gies. [RS08] studies a logic in which not only are gamesa null action which is useful when we wish to record that
structured, but so also are strategies. [Ben07] lists a rangéte move made by a player was retailable'. Let A =

of issues to be studied in reasoning about strategies. o (A;U{e}) andA = {J;_, A;. Anarena A = (V, E)

is a finite graph with the vertex sét and edge relatiot.
Forv e V, letvE = {(v,u) € E}, i.e., the set of edges

authors present a framework for decision making with Cir_outgomg fromu. The edges of the arena are labelled with

e bels fromA. For an edge label = (a1,...,a,) we let
cumsincecependetpreeences and cecisers (OCL0 oot i companent o 1) . e
. : . let |al,, a € A U {e}, denote the number af’'s present
which become available only when a choice between them : Y : N
is forced. in the labela, i.e.,|al, = |{i | 1 < i < n, a(i) = a}|.
We assume that for every labslsuch thata|. > 1 there

In our earlier work ([PRS09]), we studymocess-likeno-  always exists an edge iA with labela. An initial vertex
tion of strategy in the context of strategy switching. In par-vy € V' is distinguished and the ganie= (A, vy) consists
ticular, we show the decidability of a stability question: of an arenad and the initial vertex,. A sub-arena A’ of
given a game arena and a strategy specification, wheth#ine arenad is a graph(V’, E’) such thal’’ ¢ V andE’ is

players eventually settle down to strategies without furthethe set of edges induced Bby.

switching. There are two critical differenceg between thaLI'he game proceeds as follows. Initially a token is placed
study and the one presented here. Firstly, in [PRS09], thgt vo. If the token is at some vertex, then players 1

game arena is fixed, choices are static and players are tl?

onlv actors: in contrast. this work is about changin amegn simultaneously choose actions, . . ., a,, from their
; )r/1 nSd Lh d id nIS Wfindlisvid Llj hoi gl ?]3 ia&:tion setsAy, ..., A, respectively. This defines a tuple
arenas, angthe dependence o uaicholces and socigl -, . 4,). If a is the label of the edgv, u) then

decisions on each other. Secondly, the logic in [PRS09] i?he token is moved ta. If a is not present among the la-
much more intricate and includes an explicit switching OP-pels of the outgoing édges thenforalk 1 < i < n

erator. However, the techniques used (automata and tran&-JCh that the action(i) is not available to playei, a(i)
ducer constructions) in the two papers are similar: one uses replaced by in a to geta,. If (v, u) is the edg,e with
them to study a complex logic on static models, and th abela, then the token is m(;ved tm7 This defines a path
other to study a simple logic on dynamic models. We hope ‘

_ ag al . .
to integrate these into one framework, but the framework id", — 0 — V1 — --- 1N the arena. Such a path is called a
t00 messy as yet to admit this play. A finite play is also called &istory.

Somewhat different in approach, and yet related, is th
work of De Vos and Vermeir ([VVV00],[VV02]) in which the

Tree Unfolding

2 Preliminaries . .
Thetree unfolding of the arenad at a nodeyy is a sub-

set7, C A* such thate € 74 is the root and for all

We study games in extensive form which are given as treep _ aoay ...a, € T4 suchthaty 2% ... 2% vy is the cor-

of game positions (game trees), with branching denotinqesIoonding path iod, ta € T4 for all (vg, u) € v E such
choices of moves. However, since we wish to study gameﬁmt(vk u) is labelled witha. For a node _ apay ...ay €

that change (_jynam|cally, what we ne_ed is not a single t_reeTA such thatp %3 ... 2 uy is the corresponding path in
but a collection of trees. Moreover, if the game duration :

o - - , we letA(t) = v;. We also use the notatidh; to denote
is fixed, game changes can be predetermined statically, a e tree unfolding of the gant@ — (A, vo)

hence we consider games of unbounded duration which can 9 9 = W)

be modelled by infinite game trees. Since the main object .

of this paper concerns algorithmic analysis of games, wé-2 Strategies

require that the game structure is presented in a finite fas

. M : : \ strategy of a player tells her how to play the game. In
ion. One possibility is to describe the structure in terms OI;A dy ot a playe  play the g
. other words, it prescribes at every position which move to

a finite set of rules. However, a simpler approach, which IS ake. Formally astrate of plaveri is a functionu, -
the one we adopt in this discussion, is to present the game — y gy p: Ot play i :

structure as a finite game arena which is a finite graph. The' The notion will be made precise in Section 3
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A* — A;. Note that the codomain @f; is A; and notA4; U
{e}. The empty action isota strategic choice for a player;

rather it isforcedwhen the action she plays is not available.

so = (e, A). We start unfoldingA starting at the nodey.
7T is generated by the repeated application of the following
steps:

A strategyu,; can equivalently be thought of as a subtree

7,,, the strategy-tree, of 74 with root corresponding to
the positionyg such that:

— For any node = apay ...a; if u;(t) = a then the
children oft in 7,,, are exactly those nodea € T4
such that(i) is equal toa.

A strategyu is said to bbounded memory if there exists
a finite state machingt = (M, g, h, m') whereM is a fi-
nite set denoting the memory of the strategy, is the ini-
tial memory,GG : A x M — M is the memory update func-
tion, andh : A x M — A; the output function which spec-
ifies the choice of the player such thatjf. . . a; is a play
andmy ... my, is a sequence determined by, = m/!
andmiﬂ- = g(ai, m,) thenu(ao . ak) = h(ak, mk+1).
The strategy: is said to banemoryless if M is a single-
ton.

2.3 Dynamic Game Restriction

Having defined game arenas, we now proceed to consid

game restrictions. The crucial elements avkena restric-
tion is to be carried out in the course of play, amdatthe
effects of a restriction are. We choose a very simple answ

to the latter, namely to eliminate a subset of choices at S&

lected game positions. The former is treated logically, to b
defined in the next section, by tests for logical conditions.

Formally the restriction is triggered by a rule of the form
r = pre — A’ wherepre is a precondition which is inter-
preted on partial plays and’ is a restriction of the arena.
For an arenad and a partial (finite) play € 74, we say
that the ruler = pre — A’ is enabled af A, t) if the fol-
lowing conditions hold.

— The partial playt conforms to the preconditiopre
(this notion will be made precise in the next section).

— The arenad’ = (V’, E’) is a sub-arena ofl.

— A(p) € V', i.e. the node ind which corresponds to
the partial playt is presentind’ as well.

When the rule- = pre — A’ is applied to a partial play,
the game proceeds to the new arelisstarting at the node
At).

Induced Game Tree

er

— Atany node = (apa; . ..a, A") of the tree, check if
arule(r; = pre; — A;) € Ris enabled aft, A'). If
more than one rule is enabled then choose any one of
them.

— The subgame rooted #is the unfolding of4; at the
nOdE)\(aoal Ce ak).

2.4 Strategising by Players

Strategies, as defined earlier, are functions from nodes of
the resulting game tree to actions of players. A strategy thus
specifies the complete plan of a player. However, in the case
of bounded memory agents, a player typically starts play-
ing the game with information on game structure and on
other players’ skills, as well as an initial set of possible
strategies to employ. As play progresses, she makes obser-
vations and accordingly revises strategies, switches from
one to another, perhaps even devises new strategies that
she hadn't considered before. The fact that other players
are similarly revising strategies is recognised and iterated

er

on. The observations made by the player take into account
actions of others and her own cost computation for the his-
tory of play. In addition to this, in the presence of dynamic
game restriction operations, the player can keep track of
he restriction rules which are triggered by observing the

%istory of play and adapt her strategy based on this infor-

mation.

A strategy specification for a player would therefore be of
the formpre — a; where, as earliepre is a precondition
which is interpreted on partial plays angdis an action of
playeri. The specification asserts that if a partial pltay
conformsto the preconditigire, then the action; is taken

by the player.

Note that a strategy specification of this form is partial,
since it does not constrain game positions at which the pre-
condition does not hold; the player is free to choose any en-
abled action. This makes sense especially in the context of
players with bounded memory, since they cannot (in gen-
eral) compute all possible futures, or even keep a record
of the entire past. Thus, in our model, a player starts the
game with a finite set of such specifications and switches
between these specifications by taking into account the his-
tory of play.

The restriction rules are specified along with the initial3 Logical Specifications

game arena. LeR = {rq,...,r,} be afinite set of re-
striction rules. For an arend, let Sub(.A) denote the set
of all subarenas ofd. Given a game aren@4, vy) and a
finite set of ruleR, the extensive form game tree is the (in-
finite) tree7 = (S, =, s9) whereS C A* x Sub(A) and
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specified in a succinct manner in terms of homomorphisms
and that restriction preconditions can be represented in a
simple tense logic formalism.



3.1 Homomorphisms - h = hga A, is A with the labela =
(ai1,...,ay) Of every edggv,u) € vE replaced by

A homomorphism is a functionh : A U {e} — A U {¢} (h(a1),- .., h(an)) such thati(e) = e,

such thati(a) is eithera or e andh(e) = e. o hia;) = eif v = B anda; = a, h(a;) = a;

Given an arenad and a homomorphism, the restric- otherwise.

tion of A with respect toh, A|, is defined as follows. — h=h1 Aha: Alpyane = (Alny) s

An edge with labela = (ai,...,a,) in A gets label

h(a) = (h(a1),...,h(an)) N Alp. Note that using the above notation the removal of all ‘a’ ac-

A homomorphism on an arena is thus nothing but the relions in the arena can be specified/by., and the removal
moval of one (or more) action(s) from the labels of the Of @ playeri from the arena by\, 4, /..

edges of the arena. Thus, in order to describe a homomor-

phism, it is enough to specify the action(s) to be removedSyntax of Restriction Precondition

However, given an action we may not wish to remove the o , ., , ey
action from an individual's choice at all possible points but ¥ =P € P [ 7% [ @1 Vo2 | (@) ¢" | B[ (@)
only at selective ones. This can be achieved by associaps usualoy’ = \/aeA (@)~ ¢, Oy’ = \/aeA<a>+99/ and
ing the restriction with respect to certain observables of they ,/ = ~F-¢’.

players.

Semantics

3.2 Restriction Specifications A formula is evaluated on the game trég. The truth of

p at a node of 7, denotedZ,t = ¢ is defined induc-

We now formally describe how we can specify these re-.
éwely as:

strictions that the society imposes on the actions of th
players. LetP be a set of propositions arfghol (P) be the

set of boolean formulas ovét (i.e. built using the syntax = Za.t = piff p € Val(t)

p€P| -8BV B). We also use the following abbrevi- = Za,t = ~¢' iff Ta, t ¥ ¢

ations:T = pV —pandl = pA —p. Let Val : V — 2P - Tt E o1V ff It = pr10rlg,t = ¢2

be a valuation functionVal can be lifted toZ 4 in the nat- —- Tg,t = (a) ¢ iff t = 'aand7q,t' = ¢’

ural way, i.e.,Val(t) = Val(\(t)). The truth of a formula - Za,t = B¢’ iff for all prefixest’ of ¢, 7, t' |= ¢’
(3 € Bool(P) at a game position, denotedy = 3 is de- — To,t = ()T iff t' = ta € Tg andTg, t' |= ¢’

fined as follows:
The modality(a)* ¢’ talks about one step future. It asserts
- vEpePiff pe Val(v). the existence of an edge after whichy' holds. Note that
. future time assertions up to any finite depth can be coded
— v g iff “% p- by iteration of this constructa) ™ ¢’ is the corresponding
—vE BV Biff v BLorv = . construct for one step pasfy’ makes assertion about the
unbounded past, it specifies the transitive closure of the one
Given an arenal the restriction rules imposed by the so- Step past operator. i.e. all states in the past satigfied/e
ciety consists of a collection of specification of the form can define the corresponding construct for futlite; with
© D h, wherey is a precondition specification aridis a  the following interpretation:
specification of the homomorphism. The formal syntax and
semantics is presented below — T, t | Oy iff for all ¢ such that is a prefix oft’,
TG,t/ ): S0/
Syntax of Homomorphism Specifications
The technical results of this paper goes through even with
Homomorphisms are specified using the following syntax:the addition of this construct. However, for the applications
we have in mind, this construct is not required.
b ::= hg.q | h1 A ho, Wherea € A andg € Bool(P). 3.3 Strategy Specifications
Semantics The strategy of players depend on properties of the history
of the play. These can therefore be specified as a collec-
For an arenad and a homomorphism specificatiéqnwe  tion of formulae of the form) > a wherey is a simple
define the restriction afl with respect tdh (denotedA|;,) past time tense logic formula. The syntaxypfs given as
inductively as follows: follows.
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r. Also suppose the social cost increases to 8 when 1 of
Yu=pEP | |1 Vhe | (a) "y | T the players play. This is modelled in the arena by having

pathsy /5™ o/ whereps € Val(v'). Then player 2 also

A formula of playeri is evaluated on the game trég. switches tor. Further suppose if the social cost increases
Then the truth of) at a nodé of 7, denoted/;,t =1 is  to 8 then the society decides to do away with all the tailors.
defined inductively as given earlier. This is given by the restriction specificatiops — hT.:.

3.4 Capturing Costs in the Logical Formalism 3.6 Stability

Following a strategy induces a certain cost for the playerLet G = (A,vy) be a gameR be a finite set of game re-
The distribution of strategies chosen by players carry a sostriction rules{S; };cn be a finite set of strategy specifica-
cial cost. In this model, we have taken an abstract view ofions or each player € N. Let « be a formula from the
costs associated with individual players and social costs asyntax:

sociated with providing facilities. In a quantitative model, a = a € Bool(P) | (a)Ta

each mover; € A; made by playef would be associated
with a local cost;. Given a historyy . . . ag, the accumu- ’ -
lated cost of playef would be some function of the form Sub-arenad’ such that for all game positiortse 7., we

C; = 25;0151-61, wherej is a discounting factor. The player have:74/,t = a. Thus stab|llty with respect to an observ—_
would then reason about how to play based on her accum(@P!€ Property captures the existence of a subarena to which
lated cost. The social cost typically depends on the historj€ 92me stabilises under the dynamics specifiedl apd

of the choices made by players in the past. When the sotSiJien For the applications we consider, we do not re-
cial cost crosses some pre-defined threshold, it might b8Uire the full power of temporal logic for.

socially optimal to make certain facilities part of the com-

mon infrastructure which reduces the individual costs. 4 Results

We saya is stable in (G, R, {S;}icn) if there exists a

When the costs arise from a fixed finite set, they can be . ] ]

coded up using propositions in the logical framework on!N this section we present the main theorem of this pa-

the lines of [Bon02]. The cost can be represented using Per- The questions addressed here are representatives of the

the propositiorp, and orderings are inherited from the im- Kind of questions one can ask and prove of the model.

plications available in the logic. Furthermore, costs can be

dependent on the actions enabled at a game position. Thigheorem 1. Given a gameG = (A, v), a finite set of

can also be easily represented in the logical formalism byestriction rulesR, a finite set of strategy specifications

making use of the one step future modality. {S;}ien and a formulax, the following question is decid-
able:

3.5 Examples

— Isa stablein (G, R, {S;}ien)?
Reuvisiting the tailor example, suppose there are two players
1and 2. Each of them have two choices initiallfor going  pryof. et R — (o1 = h1)s- ey (m — b)) andS; =
to a tailor and- for opting for readymade. Suppose initially {(i D al),..., (i > ai )} foreach playef. Let Cl(a)
the social cost is 5 units. Suppose the cost functions are 3g.note the sub-formula closure of a temporal formula

follows: the cost of goir_19 to a tailor is 2/5 times the_ social or 4 homomorphism specificatian let EL(1) denote the
cost and the cost of going for a readymade is 3/5 times thge of | atomic homomorphism specificationsfin For
social cost. Also suppose that mmally both_ players play 7 _ {ha,. .. ho}, \eVEL(H) = EL(hy)U. ..UEL(hy).
Player 1 has the condition that if gt any point, the cost of 110 proofis carried out in the following steps.

becomes 2.5 or more then she switchesaad player 2 has

the condition that if at any point, the costidfecomes 3 or  Step 1.For each of the restriction rules; — h;, we con-
more then she switches to Suppose the propositions for struct a finite state automatd; which works as follows:
the social costs arép,, ps, pr, ps} Wherep, is supposed the state space ®; consists of the set of all maximal con-
to mean that the social cost is 4 units and so on. Then théistent subsets af; (atoms ofy;). The automaton runs
strategy of player 1isS; = {S(ps V ps) D t,5(pr V on the game arena and keeps track of the game positions
ps) D r} and that of player 2 isS; = {S(ps V ps V p7) D whereyp; is satisfied. We then construct the restriction au-
t,Epg D r}. tomatonR which runsR 4, ..., R, in parallel. In addition,

it also keeps track of the s&f C 2FL(H) of atomic ho-

Now suppose after 2 moves, the social cost rises to 7. Thiﬁmmorphisms which are enabled. The &ets updated by
is modelled in the arena by having paths ) V1 ) the behaviour of the individual automakg;. At any point

vy Wherep; € Val(v2). Then player 1 switches to play when the automatof®; indicates thatp; holds, the rule
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is triggered andtL(h;) is added to the sek. A formal Step 4.Let Q = (Q,—, 1, f) be the master transducer
definition of the automaton is given in the appendix. constructed as above. Fgre @, we say thatVal(q) = P

iff for each component; of ¢, which are states of the
restriction automatorkR and the strategy transducéy,

qi N P =P.

We define the restriction of the game with respectp
Gl Qasfollows.G[Q = (V', E', v}) where

Step 2.For each of the strategy specificatig) > a},
we first construct a finite state automaﬁgg which keeps

track of whethen/);i holds at a game position. As earlier,
the state space of the automaton is the set of atomj§.of

For playeri, we construct a finite state transduéemwhich

generates the strategyoih conformance with the specifi- -V =V xQ

cationsS;. S; is a finite state machine equipped withanout- _ g/ - v/ « V' such that(v, ¢) = (v, ¢) iff (v,0') €
put function. It simulates the automﬁ@; forall j as well Eandg > ¢ andf(q) = a(i) forall 1 < i < n and
as the restriction automatdR in parallel. At every posi- Val(v') = Val(q').

tion suppose&;l, -_--’1% holds at that position_Si chooses — vy = {wo} x I such that(vy, q) € v} iff Val(vy) =
one ofy? ,..., 47 non-deterministically, say; . S; then Val(q).
outputs actior}_ iff

To answer the stability question, construct the restricted

raphG | Q as described above.
— For all the atomic homomorphism specificatians- graphGf Q

hg.q trigerred byR so far, eithekp ¢ s wheres is the

current state of: ora§ ‘a ora§ —a=fB¢s. — Check if there is a maximal connected compongnt
Jx * *

in G | @ and whether all paths starting from all initial
vertices reaclt’. If no, then output ‘NO’ and quit.
The output is otherwise. — Check ifa holds at all the game positions . If so

o . . output ‘YES’, else output ‘NO’.
The formal automaton construction is provided in the ap- P P

pendix. Corollary 1. Given a gameZ and specification® and

Step 3.AtransducesS simulates all theS;’s, 1 < j <n,in  {S;}ien, the following questions are decidable:
parallel. ThatissS is a product of all theS;’s. It's output are
action tuples which are the actions output by the individual 1. Does playei eventually get removed by the dynamics

transducersS;’s. The restriction automatdR operates on of the game?

the output ofS. Finally a master transducé) simulatesk 2. Does a particular action tuplea become the only
andS in parallel.Q is a product ofR andS and its output choice available for ever?

is the same as that . 3. Does the cost stabilise to a specific amatt

Figure 1 shows the interdependence between the various .
automata. Proof. In each case, we come up with a formulaus-

ing the coding mentioned in section 3.4 such that answer-
ing the question amounts to checking the stabilityxah

@ @ (G, R, {S;}ien), which is decidable by Theorem 1.

For (1), we can code the positions of playeusing a
propositionturn; and check ifa = —turn; is stable in
(G,R,{S;}ien). This asks whether it is the case that the
rules of the society and the behaviour of other players drive
a particular player out of the game. The negation of this
guestion can also be answered: Does playsurvive till

the end of the game?

For (2), we checkiftv = (a)* T A A, _.(a.)" L is stable

in (G,R, {S;};cn). This corresponds to deciding whether
the actiona eventually becomes part of the social infras-
tructure. The choices available to players disappear in such
a scenario. (3) follows from a similar argument.

Complexity

Let p be the maximum size of all th&;'- formulae and
Fig. 1. k = max;en |Si|. The size of eacls;, 1 < j < nis
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O(k - 27) and therefore the size of is O(nk - 27). Like- 6 Appendix
wise, letq is the maximum size of the; formulae and
| = |EL(H)|. The size ofR is O(m-24-2!) and hence that 6.1 Restriction Automaton
of Q is O(mnk - 2r+a+!) The size of the restricted graph
G | Q is thereforeO(|G| - mnk - 2PT9H). Checking for ~ The automatorR; for ¢, : 1 < i < m is defined afk; =
connected components can be done in time polynomial ifR;, —, I;, F;) over alphabe2” where
the size of the graph. Whemis a conjunction of boolean
formulas and one step future formulas, the truth checking _ R; = AT(y;) are the atoms (maximal consistent
can be done efficiently in linear time. The complexity of the states) of the subformula closuref;
construction given in theorem 1d3(|/G| - mnk - 2+ +). — I, is the set of initial states. These are the states that
do not contain subformulae of the formp.
— F;isthe setof final states. These are states that contain
4.1 Consequences of Theorem 1 ©i.

-7 ji ro iff the following conditions hold.

Theorem 1 implies that comparison between game restric- _ _ .
b P g e Forall(a) ¢ € Cl(y;),(a) ¢ € rqiff p € ry.

tion rules in terms of their imposed social cost is possi-

ble. Suppose the “type” of players is known in terms of the o Forall[a]*y € Cl(g;),[a]"y € r1 impliesy €
strategy specification employed (note that we do not insist T2
on knowing the exact strategy) and we have two sets of e NP =P

game restriction ruleR; andRs. It is possible to compute

the social cost with I’eSpeCtR)l anng and deduce which Let EL(h) denote the set of all atomic homomorphism
is better suited. From the players’ perspective, if the gamepecifications irh. For H = {hi,...,hm}, let EL(H) =

restriction rules are known and the type of other players argr,(n,) U ... U EL(h,,). The restriction automatoR is a
known, then they can compare between their strategy spegaple R = (R, —, I) over alphabet{ where

ifications. For instance, in the tailor example, this process
might help a tailor to adapt better to the competition from
ready-made manufacturers. He might be able to change his
service into something of a hybrid form where the basic
stitching itself is mechanised with respect to a fixed range a , , .
of sizes. However, certain specific personalisation can be ~ (?1’ e X) = (@, Y) g =y
done by employing fewer number of workers, thereby be- % ¥/ : 1 =Jj < mand
ing cost efficient. e Y =XU EL(hk) if qr € Fy. Thatis, if thek'th
restriction has been enabled then the automaton
keeps track of it by adding it to the s&t.

5 Discussion e Y = X otherwise.

- R=1II" | R; x 2L,
—I=1 x...x1I, x 0. Thatis, the initial state is one
that corresponds to the identity homomorphism.

) ) o 6.2 Strategy Transducer
We have presented a simple formalism for describing and

reasoning about endogenous dynamics of games, specifihe automatois,,; for z/);'. is a tuple
cally about social restrictions on individuals’ choices. We !
wish to emphasise that the model formulation and the sta-
bility theorem are intended as preliminary results in a larger
programme of study. Ongoing work includes the study of
other questions such asle synthesisrather than speci-
fying homomorphism specifications, given a goalo be
achieved, we seek to synthesise rules of the ferm» b The strategy transducer for players; is a tupleS; =
that ensure stability ofv. Note that such a question is a (S;, —, I, f;) over input alphabe#l and output alphabet
natural analogue of mechanism design in our framework. 4; U {e} whereS; is the set of states;»; is the transition

While we have confined our study here to removal of ac_relanon,Ii is the initial state and; is the output function.

tions (and players)ntroductionof new actions and play- Tlg N érra}nsducer output functigfy generates the strategy of
ers is also interesting, and needs considerable changes RrRyers.

the framework. Another line of work relatesh@rarchies

there is no reason to limit the interaction studied here to one — Si = I}, S, x R. S; whereR is the state space of
level of social aggregation, except that of technical conve- K.

nience. — L= 1y x 1

over alphabe?”. S,,; simulates the atoms ef; similar to
J
the construction oRR;
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